Abstract

Euler diagrams form the basis of many visual languages. Such languages are formed by augmenting Euler diagrams with graphs or shading. However, tool support for creating augmented Euler diagrams is generally limited to generic diagram editing software using mouse and keyboard interaction. A more natural and convenient mode of entry is via a sketching interface which facilitates greater cognitive focus on the task of diagram creation. Previous work has developed sketching interfaces for Euler diagrams. This paper presents the first sketch tool for Euler diagrams augmented with graphs and shading. The tool allows the creation of sketches of these diagrams via pen-based interaction. To effect the recognition process, we define heuristics for classifying strokes as either curve, node, edge, or shading. To evaluate our recognition engine, we asked 10 participants to each sketch six augmented Euler diagrams. Using the results of the study, we fine-tuned the recognizer, achieving a statistically significant improvement.

1. Introduction

The effective use of visual languages often relies on software support. For example, in software engineering, class diagrams can be automatically generated from source code, allowing the programmer to visualize the structure of their implementation. From a different perspective, other software that supports the use of visual languages facilitates the creation of diagrams by users. For instance, standard diagram editors, such as Visio, allow users to draw diagrams using traditional point, click and drag mouse interaction.

Recently, we have seen the development of software that allows users to create diagrams using a stylus, or pen, on a touchscreen device. Sketching diagrams is advantageous in that it allows the user to focus on the actual diagram creation rather than the interface of the editing tools, and it is a useful problem solving and communications technique [4]. Sketch recognition software developed to date has focused on user interface design and graph oriented diagrams [7]. With respect to user interface design tools, the sketched items are largely independent of each other. In graph oriented diagrams, the spatial positioning of nodes and edges is not of semantic significance.

We have devised sketch recognition software for Euler diagrams [2, 15] where the spatial relationships between sketched items is fundamental to their semantics. This lays the foundations for the development of sketch recognition software for visual languages that extend them such as the Euler diagram augmented with a graph in figure 1; this is a variation on a diagram seen in [11] and represents information from a semantic network. Example notations that extend Euler diagrams include the monadic family of diagrammatic logics such as Swoboda and Allwein’s Euler/Venn system [14], Shin’s Venn-II system [13], spider diagrams by Howse et al. [5] and Gil et al. [6] and Minoshima et al.’s extended Euler diagram logic [9]. These diagrams typically augment Euler diagrams with graphs or shading, usually both. Furthermore, diagrammatic logics with greater expressive power add even more syntax, such as arrows, to make semantically rich statements. Examples include Kent’s constraint diagrams [8] and Oliver et al.’s ontology diagrams [10].

We report on the development of sketch recognition software for Euler diagrams augmented with graphs and shading, which provides a basis for more sophisticated sketching software for the diagram types just given. Section 2 overviews our sketching software. The recognition component of our tool is detailed in section 3. Section 4 presents a user study used to evaluate and improve the recogniser. The software can be downloaded from [12].

2. SpiderSketch

The tool, called SpiderSketch, that we have developed allows users to sketch Euler diagrams augmented with graphs and shading and then recognises each pen stroke. Formally, augmented Euler diagrams comprise a finite set of closed curves drawn in the plane, a finite set of nodes, a finite set of edges whose end points are incident with nodes, and a set of minimal regions (formed by the curves) that are shaded. A
sketched diagram is a hand-drawn image that approximates an augmented Euler diagram.

In the sketching interface, users create sketches by drawing as on a piece of paper; figure 2 shows a screenshot. A stylus stroke is immediately rendered on the canvas. On completion of the stroke (stylus up event) it is passed to a recognizer that we describe in section 3. The recognizer result may be one of four classes: curve, node, edge, or shading. Each piece of syntax is immediately coloured to show the result of the recognizer. Curves are dark blue, nodes are red, edges are light blue, and shading is black. Online colouring allows one to readily check the association made by the software and, thus, have an opportunity to change the sketch if necessary. The sketch can also be saved.

3. The Recognizer

We have devised a number of heuristics that classify each stroke as one of the four types of syntax. The recogniser works online, classifying each stroke as it is created by the user. To design the heuristics, we identified features of each syntax type that distinguish it from the other syntax types.

1. Nodes are generally small and round, unlike the other pieces of syntax.

2. Shading is entered into the interface by a ‘scribble’ type action. This can be described as a stroke that is relatively long compared to the size of its bounding box and has many sharp turns. Potentially, this is similar to a node but we assume that shading takes up more space. Edges do not generally have sharp turns. Finally, curves are not particularly long compared to the size of their bounding box.

3. Edges are line segments that do not self-intersect. In addition, the end points are often far apart from one another, given the length of the line segment. By contrast, end points are generally close to each other for nodes or shading, which are ‘densely packed’ in to a space on the screen. In addition, curves should self-intersect since they are closed although users may not enter them that carefully; either way, the end points of a curve should be relatively close together.

The heuristics are described in full below and they are applied in a particular order. First, the recogniser decides whether the entered stroke, \( s \), is a node. If \( s \) is not a node then the recogniser determines whether it is shading. Again, if \( s \) is not shading then it determines whether it is an edge. Finally, if \( s \) is not an edge then it is deemed to be a curve. Our heuristics are each reliant on a threshold value particular to it. For instance, we consider a stroke to be very small, and therefore a node, if the longest side of its bounding box is at most \( T_{\text{node}} \) pixels (\( T \) for node, \( \text{vs} \) for very small). Initially, we chose \( T_{\text{node}} \) to be 10 pixels. The threshold values can be adjusted to improve the recognition success rate. In full, the heuristics are as follows:
1. Any stroke that either (a) has a very small bounding box, or (b) is approximately square and has small bounding box is a node. By very small, we mean

\[ \text{BB}_{\text{longestSide}} < T_{n,\text{vs}} \]  

for some threshold value \( T_{n,\text{vs}} \), where \( \text{BB}_{\text{longestSide}} \) is the length of the longest side of the bounding box. By approximately square, we mean

\[ \frac{\text{BB}_{\text{shortestSide}}}{\text{BB}_{\text{longestSide}}} > T_{n,\text{sq}} \]  

for some threshold value \( T_{n,\text{sq}} \), where \( \text{BB}_{\text{shortestSide}} \) is the length of the shortest side of the bounding box. By small we mean

\[ \text{BB}_{\text{longestSide}} < T_{n,s} \]  

So, for a stroke, \( s \), to be a node either (1) is true or both (2) and (3) are true.

2. Any stroke whose density is above a certain threshold, \( T_{s,d} \), and contains at least \( T_{s,t} \) sharp turns, typically called corners, is shading. We measure density by comparing the length of the stroke with the perimeter of its bounding box: the stroke must be significantly longer than the perimeter. In particular, we must have

\[ \frac{\text{stroke length}}{\text{bounding box perimeter}} > T_{s,d}. \]  

A corner is a single point, \( p \), in the sketched line, \( l \), where the angle, \( \theta(p) \), formed by the two line segments on \( l \) whose end points are \( p \) satisfies

\[ \theta(p) > T_{s,a} \]  

for some threshold angle \( T_{s,a} \). We count the number of corners and compare the number of them to a threshold value, \( T_{s,t} \):

\[ |\{ p \in \text{setP}(l) : \theta(p) > T_{s,a} \}| > T_{s,t} \]  

where \( \text{setP}(l) \) is the set of non-end points on \( l \). So, for a stroke, \( s \), to be shading it must not be a node and both (4) and (6) must be true.

3. Any stroke whose end-points are far apart, given its length, and does not self-intersect is an edge. By far apart, we mean

\[ \frac{\text{distance between end points}}{\text{length}} > T_e. \]  

So, for a stroke, \( s \), to be an edge it must not be a node or shading and (7) must be true.

### Table 1. Initial threshold values.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{n,vs} )</td>
<td>10 pixels</td>
</tr>
<tr>
<td>( T_{n,sq} )</td>
<td>0.55</td>
</tr>
<tr>
<td>( T_{n,s} )</td>
<td>15 pixels</td>
</tr>
<tr>
<td>( T_{s,d} )</td>
<td>0.5</td>
</tr>
<tr>
<td>( T_{s,a} )</td>
<td>60 degrees</td>
</tr>
<tr>
<td>( T_{s,t} )</td>
<td>1</td>
</tr>
<tr>
<td>( T_e )</td>
<td>0.2</td>
</tr>
</tbody>
</table>

### Table 2. Final threshold values.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{n,vs} )</td>
<td>15 pixels</td>
</tr>
<tr>
<td>( T_{n,sq} )</td>
<td>0.55</td>
</tr>
<tr>
<td>( T_{n,s} )</td>
<td>18 pixels</td>
</tr>
<tr>
<td>( T_{s,d} )</td>
<td>0.5</td>
</tr>
<tr>
<td>( T_{s,a} )</td>
<td>90 degrees</td>
</tr>
<tr>
<td>( T_{s,t} )</td>
<td>1</td>
</tr>
<tr>
<td>( T_e )</td>
<td>0.2</td>
</tr>
</tbody>
</table>

4. Any other stroke is a curve.

The initial values we picked for these thresholds are in table 1. In section 4 we describe a study used to evaluate our recognition engine using these initial values. The results of the study were used to fine-tune the threshold values and the final values are shown in table 2. The process by which these final values were obtained is also described in section 4. To provide some insight into the recognition process, figures 3, 4, and 5 show a series of strokes, entered using the final threshold values, that show how the classification changes as properties of the strokes are altered.

### 4. Evaluating the Recogniser

We have conducted a study to evaluate the effectiveness of the recogniser component of our sketching tool. At the beginning of the study, each participant was given a short tutorial in how to use SpiderSketch. The researcher gave them a demonstration of the tool after which they were asked to draw some sketches, ensuring they were happy with how to
enter each type of syntax. In addition, they were told that it was a single stroke recogniser. In particular, they were informed that they had to remove the pen from the screen before drawing the next item. They were also told that if syntax was miscoloured then this was not their fault and they should not attempt to correct the stroke, because the study was about determining the correctness of the recognition engine. Each participant began the study when they were happy with using the tool.

For the study, each participant was asked to sketch six diagrams. The first five diagrams were given for them to copy and are shown in figure 6; each of these sketches was drawn by one of the 10 participants. For the sixth diagram, they were asked to draw any sketch with 3 curves, 3 nodes, 3 edges between the nodes, and 3 pieces of shading. An example diagram drawn by another participant can be seen in figure 7. Of note is that sometimes participants failed to copy the entire sketch and sometimes drew extra items in their sketches. Overall, there were roughly 200 strokes for each syntax type. Each sketch was saved for analysis purposes and was examined to determine whether it was correctly recognised. In particular, each stroke was assigned its correct syntax type by the researcher as well as the syntax type assigned by the recogniser.

Out of 801 sketched items, 747 were correctly classified, giving a success rate of 93.26% using the initial threshold values. Our task is now to determine whether the threshold values used in the heuristics can be adjusted to improve the recognition rate. Since the recogniser works hierarchically, we first examined the classification of nodes. Table 3 shows the number of strokes classified either as a node or not as a node using the initial values of the recogniser, broken down by whether that classification is correct. We can see that many of the $801 - 747 = 54$ original errors occurred in this part of the recognition process, with a total of $41 + 4 = 45$ errors. We extracted, from the saved sketches, all strokes incorrectly classified either as not being a node when it was a node (false negatives) or as being a node when it was not a node (false positives); these strokes can be seen in figures 8 and 9 respectively. In figure 8, some of the incorrectly recognised nodes are large and they break the condition that their bounding box is small. In figure 9, the strokes incorrectly recognised as nodes are generally small and it is perhaps unsurprising that errors occurred here. To improve the recogniser, we modified the values of $T_{n, vs}$ to

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>199</td>
<td>11</td>
</tr>
<tr>
<td>Not a node</td>
<td>576</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4. The node heuristics: final classification.
15 and $T_{n,s}$ to 18, which were the best values we found after some exploratory data analysis. Altering the value of $T_{n,s,q}$ did not seem to positively impact the recognition accuracy. Table 4 shows the numbers of correctly and incorrectly classified strokes using these new threshold values for the nodes heuristics. There are now more false positives (increasing from 4 to 15) but many fewer false negatives (decreasing from 41 to 11).

Having changed the values of the thresholds associated with the node heuristics, we investigated classification errors associated with shading. At this point, we cannot overcome recognition errors due to the node heuristics. Thus, we now restrict our analysis to the only strokes that are correctly not recognised as shading, but were not recognised as such and only seven strokes that are shading but not recognised as such; see table 5 and figure 10 which shows the seven incorrectly classified strokes. Thus, we only attempt to improve the number of false negatives. Observing figure 10, we can see that some of these strokes do not have at least two sharp turns. Thus, we modified the shading threshold $T_{s,a}$ which is the angle used to determine whether a turn is sharp. The best value we found for this was 90 degrees. Table 5 shows the result of making this change, where no false positives were introduced and only 2 false negatives remain. These two incorrectly classified strokes can be seen in figure 11; since they are close to lines, it would be hard to distinguish them from edges.

Considering now the remaining data, i.e. the 393 strokes that are correctly identified as not being nodes or shading, the recogniser must determine whether each stroke is an edge. In fact, the recogniser has a 100% success rate here, correctly recognising 191 strokes as lines and the remaining 202 strokes are, by default, recognised as curves.

Using the final threshold values (table 2), of the 801 data points, 773 were correctly classified (totalling 11+15+2=28 errors), giving a final success rate of 96.5%. In order to determine whether the improvement is statistically significant, we carried out a McNemar $\chi^2$ test (similar to a $\chi^2$ test, but for paired data) using the data in table 7. Computing

$$\frac{(b - c)^2}{b + c} = \frac{(9 - 35)^2}{9 + 35} = 15.36$$

and comparing with a $\chi^2$ table with one degree of freedom, we get a $p$-value of 0.0000886687. Therefore, the improvement is highly significant.

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shading</td>
<td>176</td>
<td>2</td>
</tr>
<tr>
<td>Not shading</td>
<td>393</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5. The shading heuristics: initial classification.
Table 7. Data for the McNemar test.

<table>
<thead>
<tr>
<th></th>
<th>Final</th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct: $a = 738$</td>
<td>$b = 9$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Incorrect: $c = 35$</td>
<td>$d = 19$</td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusion

This paper presents the first tool, SpiderSketch, that supports users in the creation of augmented Euler diagrams. It uses a set of heuristics that determine whether each sketched item is a node, shading, an edge, or a curve. The recogniser was evaluated and improved using a sample of sketches produced by 10 participants. The improvements have been shown to be highly statistically significant. An accuracy rate of 96.5% is very high for a rules-based recogniser. Previous work [3] devised a recogniser, called CALI, for geometric shapes, possibly drawn using multiple strokes, such as lines, circles, rectangles and triangles. Whilst similar to our work here, it is our understanding that CALI would recognise each shape as some geometric shape, whereas for Euler diagrams it is important that some curves are recognised as just that, and not some particular shape.

Future work includes conducting another study, to re-evaluate the recogniser against new data, with the sketches drawn by different participants. This will provide insight into how accurately the recogniser works after the changes we have made. We acknowledge that there is a danger of over-fitting the recogniser to the data set considered in this paper. In addition, we plan to improve the recognition by taking into account context. We want to explore a blend of online recognition with contextual re-recognition. In our case, even after the improvements we made, there were still misclassifications occurring between nodes and shading in particular. Since each edge should end next to a node, we can use this contextual information to reclassify items as more of the sketch is drawn. In addition, we also plan to extend the recogniser to more complex diagrams that include arrows and mathematical symbols. We expect context to play a bigger role in fixing classification errors in these more complex diagrammatic notations. Further, if we wanted to include text recognition then we would expect to use a more sophisticated recogniser such as RATA [1].

A further avenue of work is to extend the functionality of the tool so that is supports users given it’s understanding of the sketch. In particular, we plan to include a feature that automatically produces a ‘formal’ version of the sketched diagram; by this, we mean a beautified sketch that looks as though it was drawn using an editing tool. Moreover, we want to incorporate syntax matching, so that any semantic differences introduced when converting sketch to formal can be automatically identified and rectified, as we have done for Euler diagrams in [15].
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