Abstract

Over the last decade, we have seen an increasing interest in the event-driven architecture (EDA) approach. EDA allows the transmission of events among loosely coupled and highly-distributed software components, which is totally adequate to peer-to-peer based applications mainly considering features of scalability and flexibility. In this paper, we present the initial steps towards the design and implementation of a peer-to-peer based EDA, which is intended to reduce the coupling between application layers, and achieve a better distribution of responsibilities between the architecture elements and the environment. Our flexible EDA framework, proposed in this work, inherits important features such as scalability, decentralization and fault-tolerance from the peer-to-peer domain. For a preliminary evaluation of our approach, two experiments using the EDA framework were conducted in different domain applications.

1. Introduction

Event-driven architecture (EDA) is a style of software architecture based on real time flows promoting the production, detection, consumption of, and reaction to events [8]. This architectural pattern may be applied by the design and implementation of applications and systems, which transmit events among loosely coupled and highly-distributed software components and services.

In EDA, events processing may follow three different styles: simple, stream and complex [8]. In simple processing, when a meaningful event happens it initiates downstream actions. Stream processing deals with multiple streams of event data aiming at identifying the meaningful events within those streams. Complex event processing evaluates a confluence of events and then takes action. The events, which may be meaningful or ordinary, may cross event types and occur over a long period of time.

Peer-to-peer (P2P) networks offer an appropriate paradigm for developing efficient distributed systems and applications. In a P2P network, all processes involved in a work or activity have similar roles, interacting cooperatively as peers with no distinction between client and server computers or the infrastructure where they perform [13]. P2P applications are composed by a great number of processes executing on a distributed peer way. The communication pattern among processes is a key point which depends on the application necessities.

Important aspects of P2P applications must be fulfilled through software development frameworks encompassing loose coupling, scalability, decentralization and fault-tolerance skills. The convergence of EDA and P2P is a natural outcome of the recent evolution of distributed systems, since many of the challenging standards issues are closely related. This convergence creates best practices that enable interoperability between networking systems for P2P applications. Therefore, a flexible EDA is essential to improve communication, allowing the exchange of objects between processes in a natural way.

In this work, we propose a flexible EDA for peer-to-peer based applications, keeping the principles of modularity, loose-coupling, well-distribution and P2P technology independence. We implemented a basic version of the proposed EDA, which accommodates the simple event processing style. We evaluate our proposal using two different domain applications, so as to explore distribution through parallelization of the applications tasks. Our results show the easy integration with P2P technologies, while seamlessly preserving EDA principles.

The rest of the paper is organized as follows. The proposed EDA is presented in Section 2, focusing on the architecture (Section 2.1), with the implementation aspects (Section 2.2) and the developed interfaces (Section 2.2.1). The description and the results of the experiments carried out are described in Section 3. Related work is presented in Section 4. Finally, Section 5 concludes the paper and presents our future research directions as well.
2. Our Proposed EDA

The main principle adopted during the definition of the proposed EDA is to divide the development of applications in different layers, providing communication among them through the use of an event bus module and their respective interfaces. This principle allows flexibility, loosely coupling between application layers, better distribution of responsibilities between the architecture elements and the environment, maintaining functionality even when using mobile devices through a TCP network and personal computers in a P2P approach. Together with the P2P applications, other important skills are maintained e.g. scalability, decentralization and fault-tolerance.

The rest of this section presents the proposed EDA architecture, including implementation aspects with the defined interfaces and P2P technologies.

2.1. The Architecture

Our proposed EDA presents four layers: Application, Environment, Network Adapter and Event Bus, as presented in Figure 1. The Application layer is the upper platform layer, which allows the development of different P2P applications, using our EDA framework as a middleware of development.

![Figure 1. The four-layered architecture.](image)

The Environment layer is composed by the Distributed Services, the Event Routing and the Service Discovery modules. The Environment layer abstracts the modules, allowing the communication and localization of services to be done in a transparent way. In other words, the application issues events in the Environment, which is responsible to notify listeners, without direct communication and connection among different services. In this way, the applications do not know if they are in the same or in different machines. This abstraction feature would help the development of different applications, including software agents, allowing their interaction without the communication bottleneck and independent of the network topology being used.

Apart from offering the described abstraction feature, the Environment layer has an Event Routing and a Service Discovery modules to publish and locate services in a distributed way. Services like distributed database, agent transport, integration of mobile devices can be developed and coupled to the environment transforming it in a more integrated framework. Lots of applications using for example multiagent approach with heavy data, information and knowledge requirements such as bioinformatics, forensics, automated reasoners on the Web may benefit from the features above mentioned.

The Network Adapter is responsible for integrating the Environment to the underlying network, acting as an interface between the P2P middleware and the other EDA framework layers. This layer is composed by the Address Translation, Serialization, Message Routing and Security modules. The integration among the chosen P2P middleware and our EDA framework is done by assigning a unique identifier of each addressable component of the platform, which is represented by the UUID (Universally Unique IDentifier) object of Java API. The P2P middleware implementation uses a table in order to translate these identifiers into other address type, e.g. IP address or P2P network node. In this way, another P2P implementation, such as Chord [17] or Tapestry [10], can be coupled to our proposed EDA without modifying other modules.

We should note that, if the chosen P2P middleware has the necessary features of address translation, message routing, serialization and security, then it is not necessary to implement the Network Adapter layer. But, in case it is necessary, it receives the events from the upper platform layers, serializes as a message in the network and sends to the application. Whenever the adapter receives a message, it unserializes as an event, which is sent to the event bus module so that the upper platform layers receive the communication.

Finally, the Event Bus layer is responsible for the Event Dispatch and Event Delivery modules. An event flow starts with the event being generated and culminates with the execution of any downstream activity. The processing of this flow can be described in logical layers. The four logical layers are: event generators, event channel, event processing, downstream event-driven activity [8]. The event processing flow used in our work includes the event generator, event channel, event processing and downstream event-driven activities. The flexibility at each logical layer is the power of event, since the way events are created, how they are transmitted, received and processed is transparent to the P2P applications developed over our proposed EDA.
2.2. Implementation Aspects

The methodology used to define the EDA was based in design patterns with the objective to support its implementation. In order to keep the principles of modularity and loose coupling of event-driven architecture we applied six design patterns, which were the most suitable to the principles of the proposed EDA: AbstractFactory, Singleton, Observer, Decorator, Command and Mediator [5]. To validate the proposed EDA, we implemented a prototype in Java at the Computer Science Department of University of Brasília. The prototype has 67 classes and 3,600 lines of documented code.

All the communication in the proposed EDA is done by events, which reduces the object coupling, allowing flexibility and scalability to the architecture. In this sense, the communication has two important elements: the event and the listener, which always come in pairs, since the event carries the object message content and the listener defines which object has to listen specific event.

The Event Bus layer is responsible for the events dispatch and delivery in the platform, which is implemented through three design patterns: Singleton, Observer and Mediator. Singleton guarantees only one Event Bus instance, while Observer records all listeners and notify them of sent events. The Event Bus layer is also the object mediator in the communication of the platform according to the Mediator pattern. The Event Bus interface is described in Section 2.2.1.

The possibility to execute commands between objects through the Event Bus layer allows the method call between different distributed components in the P2P network. Using Command design pattern we have implemented two special events: CommandEvent and ResponseEvent, which inherit from the Event abstract class. Though these events work just like the others, their expected behavior is different. All object that receives a CommandEvent may execute the command and send the results by the ResponseEvent. All objects that send a command may wait for an answer during a limited time, and in case the answer does not come, a timeout event is send to the object to notify the expiration time. A method getId() is used in the Event class to identify events.

2.2.1 Interfaces

In order to allow the flexibility and the loosely coupled features of our architecture, considering the application, environment, network and event processing, along with the EDA layers intercommunication, we have developed some interfaces. We present the major interfaces implemented: (i) Platform – interface where all layers and modules are integrated; (ii) EventManager – the event interface that handles the event processing; (iii) Environment – the environment interface to deal with services discovery and distribution; (iv) NetworkAdapter – network interface to deal with the P2P processes.

The Platform interface is the core of our EDA framework. It defines the management of the platform configurations and disaggregates all components (layers and modules) into implementation interfaces, allowing uncoupling and flexibility. This interface follows the AbstractFactory design pattern. Therefore, every component can be reimplemented and replaced without affecting the operation of the other components. The Platform component is also a Singleton, which helps and unifies the access of objects among all Platform components, helping the unitary and integration tests.

The EventManager is one of the most important developed interfaces that implements the Event Bus layer, presented in Figure 2. Note that the EventManager interface has two methods: addListener() – responsible to register listeners and fireEvent() – responsible to communicate an event to a group of listeners. The EventManager interface keeps the reference of all the registered listeners. Whenever the event bus receives an event, it extracts all the objects that inherit the class obtained from the method getAssociatedListener() and notify them in a separate thread. The EventManager implements the Mediator design pattern. Suppose ObjectA wants to communicate to ObjectB, then ObjectA creates a ConcreteEvent(string) and send it to EventManager using the fireEvent() method. The EventManager that has ObjectB registered in the listeners list, communicates the event to ObjectB using onEvent() method.

![Figure 2. Implementation of the EventManager interface.](image-url)
ment in the EDA framework, which has two methods: `requestService()` and `destroyService()`. The `requestService()` is responsible to publish and get an instance of the published service.

`NetworkAdapter` interface deals with the P2P processes. The `NetworkAdapter` contains two send methods, one to send simple events and the second to send commands and the respective temporary listener to the network. Related to the P2P approach some middlewares were studied to integrate our framework. Important aspects of scalability, fault-tolerance and self-organization were considered, including Chord [17], Can [9], Tapestry [10] and Pastry [12].

We could have used any of the above mentioned P2P middlewares. However, we chose Pastry together with Scribe [2] considering their comprehensiveness. Pastry uses routing mechanisms to achieve great scalability, while Scribe depends on Pastry to route messages to the destinations. Scribe [2] is a typical pub-sub system built on top of Pastry, which leverages its scalability, routing efficiency and self-organization capabilities [15]. The event processing, including dispatch, delivery and routing of events, and the service discovery in our EDA is executed over the Pastry and Scribe mechanisms, making use of the benefits provided by such combination. In this sense, the `NetworkAdapter` interface is responsible for encapsulating an event through the `PastryEvent` and send to Pastry.

### 3. Experiments and Evaluation

During this research project two experiments using the EDA framework prototype were conducted: the turtle and the bioinformatics projects. The objective to use two experiments is to evaluate our framework.

#### 3.1. The Turtle Project

The turtle project is the simple sum of harmonic series, which apparently converge to a number, but is proved mathematically that it varies very slowly. Equation 1 presents the sum of first $n$ elements of the series.

$$H_n = \sum_{k=1}^{n} \frac{1}{k}$$

Table 1 presents the relationship between the lowest number of terms required for the sum of the series is equal to or greater than a specific number. Note that to reach a total value of 1,000 this amounts to $10^{434}$ terms which is a computational challenge to calculate the sum of the harmonic series term by term, in an iterative fashion.

Our solution was to build a distributed application using the “divide and conquer” and software agents approaches, using the facilities that the EDA framework offers. We used blocks, with the start and size information, and distribute the blocks throughout the network to perform a partial calculation. To implement the distributed solution, two distinct roles become evident: (i) a central figure, to control the distribution of blocks in the network and the receipt of partial calculations; and (ii) a task force, specialized in the processing of the blocks. Each role is implemented by one particular agent, the `BossAgent` and the `TraineeAgent` (respectively) both agents have a parent in common, `AbstractAgent`, and inherit their behavior. The `AbstractAgent` seeks the event services and discovery of services and adds to the platform using the `environment` interface (Section 2.2.1).

The `BossAgent` has an internal data structure to track which blocks are being calculated at the time and a variable that stores the next block, starting with the value 1. The block size is fixed, but can be changed before starting the agent. When the `BossAgent` receives a block request from the `TraineeAgent`, it sends the next block to be processed and waits for the partial sum. Every 5 seconds, the `BossAgent` uses a log tool to print the partial sum and the number of blocks processed in a file. Once created the agents, the application is started automatically via the exchange of events.

The computational platform used in this test bed (experiment) had eight computers with the same configuration: Pentium 4, 2.66 GHz, 1GB of RAM, and Ethernet 10/100 MB/s. The number of blocks processed with one computer is 209, with two computers is 418, with four computers is 827 and with eight computers is 1,612, considering the total execution time of 00:04:58. Note that the growth in the number of processed blocks is linear as presented in Figure 3.

### 3.2. The Bioinformatics Projects

P2P model is being used for applications that requires great amount of computer resources, since it offers some direct solution to modularity and scaling properties in large scale distributed systems. In this context, P2P approach is very important to bioinformatics. Thus, we have conducted
In this project we executed a particular bioinformatics application, BLAST, which is a family of algorithms for searching similarities between two biological sequences, widely used in genome projects [1]. We used real data of *Escherichia coli* or *E. coli* bacteria, which is very known to bioinformatics community. The objective of the experiment is to apply BLAST algorithm to *E. coli* sequences in order to validate EDA aspects of distribution, parallelism, and fault-tolerance. Although the *E. coli* sequences is not expressive enough to justify high-throughput processing, our intention is to evaluate the abstraction of EDA proposal from the application perspective in different domains.

To implement the distributed solution, we used the same approach of the turtle project, presented in Section 3.1, according to the simple event processing style. The computational platform used in this test bed (experiment) had eight machines with the same configuration: Intel(R) Core(TM)2 Duo CPU E7500, 2.93GHz, 2GB of RAM and Ethernet 10/100 MB/s. Table 2 presents the execution time to process distributed BLAST over 6,400 *E. coli* sequences. Note that the growth in time is linear, just like the turtle project presented in Figure 3.

### 3.3. Experimental Evaluation

Considering the fact that both experiments were carried out in different domains, extra effort was not necessary in the EDA layers. The modularity of our EDA framework was guaranteed by the defined layers and the modules. The provided interfaces (e.g., *Environment*, *EventManager*) assured the flexibility of our EDA framework, since it could encapsulate the application in both experiments, without generating extra implementation efforts to the application development. Other computer intensive P2P applications may use our EDA in a similar way.

In addition, our architecture promotes a high level of abstraction of the underlying P2P technology used, preserving flexibility. The EDA framework could benefit from the scalability and decentralization guaranteed by the P2P middleware. In this work, we have analyzed basic fault-tolerance features of our framework through the use of Scribe, which implements the services of the Network Adapter layers. The analysis consisted in repeatedly disabling the root node during our test beds. The rendez-vous point was reassumed without harming the processes computation.

As a preliminary evaluation of our approach the conducted test beds were satisfactory, but further experiments are necessary for a comprehensive evaluation, specially considering scalability and fault-tolerance features. The modularity and the extensibility of our framework may allow the use of other implementations for the security and reliability of the P2P processes at runtime, such as the work proposed by Spanoudakis [16] in the context of mobile P2P systems.

### 4. Related Work

Our proposed EDA functionally keeps the same principles presented in the EDA architecture, but the elements are organized in a different way, since our focus lies on P2P applications [8]. Pastry was chosen in this work due to its advantages over previous P2P frameworks as JXTA [19]. JXTA modular design and building blocks makes it relatively quick and simple to prototype P2P systems like document sharing and instant messaging in a timely fashion. Nevertheless, its design choices had severe impact on its scalability and reliability. JXTA is defined by a six layer XML based protocol stack that makes its implementations complex, heavyweight and slow [6].

Quite a few research work have focused on event-driven systems [3, 4, 7]. The EDA pattern has been usually associated to SOA, since they are complimentary, as SOA focuses on the decomposition of business functions and EDA focuses on business events [14]. Our approach to EDA is com-

<table>
<thead>
<tr>
<th>Number of Computers</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:24:44</td>
</tr>
<tr>
<td>2</td>
<td>00:12:25</td>
</tr>
<tr>
<td>4</td>
<td>00:06:16</td>
</tr>
<tr>
<td>8</td>
<td>00:03:07</td>
</tr>
</tbody>
</table>

![Figure 3. The number of blocks processed over time.](image)
prehensive since the development of P2P applications can be related to services through the decomposition of business functions.

Much research has been done to propose systems over structured P2P networks [18]. There are many applications developed using a P2P approach in various domains, particularly in bioinformatics [11]. However, as far as we are concerned, we could not find research work that integrates EDA approach to P2P networks with focus on a flexible architecture suitable for a multitude of various application domains.

5. Conclusion and Future Work

In conclusion, this work proposed a flexible EDA for P2P based applications. We implemented a basic version of the proposed EDA, which accommodates simple event processing style. We evaluate our proposal using two different domain applications exploring distribution of the P2P network. Our results an easy integration with P2P technologies, while exploring the features provided by the underlying P2P middleware used. Our preliminary results show that our EDA framework could be used seamlessly in two different domains.

As future work, we intend to expand the basic version of our current EDA implementation in order to deal with complex event processing style. Particularly, extend the implementation to deal with various and distinct event types simultaneously. For example, applications in web domain with events of different source types, video, text and image. We also plan to evaluate our framework for its flexibility using different P2P middlewares for validation purposes.

Another important future work is concerned to the extension of the current EDA core in order to transform the application module to encapsulate agents approach. In this direction, computer-intensive applications that may take advantage of multi-agent approach, through the use of ratio

ality and distributed resources can take advantage of our EDA approach.
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