Abstract

Architecture-based reliability analysis has gained prominence in the recent years as a way to predict the reliability of a software application during the design phase, before an investment is made in any implementation. To apply this analysis, the parameters comprising the architectural model must be estimated using the limited data and knowledge available during the design phase. These estimates, as a result, are inherently uncertain. Contemporary approaches, however, do not consider these uncertainties, and hence, may produce inaccurate reliability results. This paper presents a Bayesian approach to systematically consider parametric uncertainties in architecture-based analysis. The novelty of this approach lies in determining credible intervals for the model parameters as a function of their posterior distributions. By leveraging these intervals, we illustrate how to: (i) quantify the impact of uncertainty in a specific parameter on the system reliability estimate; (ii) evaluate when a sufficient amount of data has been collected to reduce the uncertainty to an acceptable level; and (iii) assess the impact of prior knowledge regarding the parameters in improving the system reliability estimate.

1 Introduction

Architecture-based analysis [8, 9] is a powerful approach to assess the reliability of a software application1 earlier in its lifecycle, and to offer guidance for cost-effective reliability improvement. Such guidance often consists of identifying critical components from the perspective of application reliability, so that additional resources can be allocated to these components to improve their reliability. Architecture-based analysis is thus especially useful in the context of modern, complex software systems which are composed from a variety of components; picked off-the-shelf, built contractually, and developed in-house [13].

In the architecture-based approach, application reliability is expressed in terms of the failure characteristics of the components and the application architecture. The parameters comprising the architectural model thus include the transition probabilities among the components and the reliabilities of the components comprising the application. Thus, the number of parameters (transition probabilities and component reliabilities) that need to be estimated increases with the size of the application. Additionally, these parameters must be estimated based on the limited data or scant knowledge that may be available earlier in the lifecycle before the application is implemented and can be tested extensively. Because of such limited available information, architecture-based analysis must be performed with uncertain parameters. These parametric uncertainties then propagate to the system-level reliability results, which include the reliability estimate and the ranks of the components based on their criticality. Most of the contemporary architecture-based analysis approaches, however, do not consider these parametric uncertainties [2]. Thus, in the best case, the system reliability estimate that these approaches produce underestimate the true reliability, which may result in dedicating more than necessary resources for the system to reach its reliability target. In the worst case, however, the system will be deployed with an optimistic expectation of its reliability [3]. To avoid the pitfalls associated with over and under-estimation, it is necessary to systematically and quantitatively incorporate the impact of uncertain parameters into architecture-based reliability analysis.

In this paper, we present a Bayesian approach to incorporate parametric uncertainties into architecture-based software reliability analysis. The proposed approach constructs joint credible intervals using the posterior distributions of the model parameters as a function of limited information. We illustrate how these credible intervals could be used to explore the influence of uncertain parameters on application reliability. We also demonstrate how the Bayesian approach could be used to quantify the impact of additional data or prior knowledge in reducing the uncertainty in the system-level reliability results.

The paper is organized as follows: Section 2 presents the Bayesian approach. Section 3 illustrates the approach. Section 4 summarizes related research. Section 5 offers concluding remarks and directions for future research.
2 Bayesian analysis methodology

In this section, we introduce a preliminary model for architecture-based reliability analysis that ignores uncertainties in the model parameters. We then describe how this preliminary model can be extended to incorporate parametric uncertainties using the Bayesian approach.

2.1 Preliminary model

We consider a terminating application with $n$ components. We assume that the transfer of control between components is independent and that the failure of a single component causes the entire application to fail. The architecture of the application is represented as a probabilistic control flow graph. This graph is mapped to a discrete time Markov chain (DTMC) which is represented by an $n \times n$ matrix $P$. The $(i,j)^{th}$ element of $P$ is the expected value of the random variable $P_{i,j}$, denoted $p_{i,j}$, and represents the expected probability that control is transferred from component $i$ to component $j$. Thus, there exists a one-to-one mapping between the application components and the states of the DTMC. Without loss of generality, we assume that the application starts execution with component one and terminates after component $n$ executes, so the $n^{th}$ row of $P$ contains all zeros.

We let $R_i$ denote the expected reliability of component $i$. Component reliability is binary, that is, when control transitions to component $i$, the probability that it executes successfully is represented by the random variable $\Lambda_i$ whose expected value is $R_i$. If a component does not execute successfully, the entire system fails. The expected application reliability can be computed using the following algorithm:

1. Define $D$ as a diagonal matrix where $D_{i,i} = R_i$
2. Let $Q = D \times P$
3. Solve $S = \sum_{k=0}^{\infty} Q^k = (I - Q)^{-1}$
4. System reliability is given as $S_{1,n} \cdot R_n$

The matrix $Q$ is a sub-stochastic matrix where $q_{i,j}$ is the transition probability among components $i$ and $j$, weighted by the reliability of component $i$. This captures the notion that a transition from component $i$ to component $j$ occurs conditional to the successful execution of component $i$, else component $i$ fails causing the application to fail. Using $S$ to obtain the expected number of times the application reaches the end state $n$ starting from state 1, the system reliability is thus given by $S_{1,n} \cdot R_n$.

2.2 Incorporating parametric uncertainties

In this section, we discuss our approach to incorporate parametric uncertainties into the preliminary model presented above. Towards this end, we use Bayesian techniques to construct credible intervals for each parameter, such that the true value of the parameter lies within that credible interval at a specified confidence level. The credible interval will provide the range over which each parameter must be varied in order to systematically explore the impact of its uncertainty on the application-level reliability results.

2.2.1 Posterior distribution

The parameters of the architecture-based model include the intercomponent transition probabilities, and the component reliabilities. To construct a credible interval for each parameter, it is first necessary to determine its posterior distribution. A point estimate for the expectation of $\Lambda_i$ is given by $R_i = x_i/n_i$, where $x_i$ is the number of successful executions of the component across $n_i$ trials. Each $x_i$ then follows a Binomial distribution:

$$Bin(x_i, R_i) = \binom{n_i}{x_i} R_i^{x_i} (1 - R_i)^{n_i - x_i}.$$ 

We can define a posterior distribution $G(\Lambda_i|x_i)$ of the random variable representing component reliability, incorporating any prior knowledge we have about this distribution with additional data we have obtained since then, as follows. Let $g(\Lambda_i)$ be the prior distribution of $\Lambda_i$, incorporating any a priori knowledge about $\Lambda_i$, and $f(x_i|\Lambda_i)$ be the likelihood function that provides the probability of observing $x_i$ given $\Lambda_i$. From Bayes theorem [1], it follows that:

$$G(\Lambda_i|X) = \frac{g(\Lambda_i) f(X|\Lambda_i)}{\int_0^1 g(\Lambda_i) f(X|R_i) d\Lambda_i}.$$

Since the expected value of $\Lambda_i$ is used as the parameter of a Binomial distribution, we know that $\Lambda_i$ has a prior and a posterior that follows a Beta distribution, given as:

$$Beta(\Lambda_i|a_i, b_i) = \frac{\Gamma(a_i + b_i)}{\Gamma(a_i) \Gamma(b_i)} \Lambda_i^{a_i - 1} (1 - \Lambda_i)^{b_i - 1}.$$ 

The parameters of the posterior can be expressed in terms of the parameters of the prior. If $g(\Lambda_i) \sim Beta(\Lambda_i|\alpha, \gamma)$, then $G(\Lambda_i|x_i) \sim Beta(\alpha + x_i, \gamma + (n_i - x_i))$ [4].

Next, we determine the posterior distribution for each random variable $P_{i,j}$ representing the transition probabilities in the architecture. The expectation $p_{i,j}$ of this random variable represents the average probability of transitioning from component $i$ to component $j$. This average transition probability can be estimated as $p_{i,j} = x_{i,j}/n_i$ where $x_{i,j}$ is the number of times control is transferred from component $i$ to component $j$ and $n_i = \sum_j x_{i,j}$ is the total number of times control is transferred out of component $i$. The number of times control is transferred to various components from component $i$ thus follows a Multinomial distribution [12]:

$$Multinomial(X_i, k_i) = \binom{k_i}{x_{i,1}, x_{i,2}, \ldots, x_{i,k}} p_{i,1}^{x_{i,1}} p_{i,2}^{x_{i,2}} \ldots p_{i,k}^{x_{i,k}}.$$
where $k_i$ is the number downstream components that control can be transferred to, $X_i = \langle x_{i,1}, x_{i,2}, \ldots x_{i,k_i} \rangle$, and $\sum_{j=1}^{k_i} x_{i,j} = n_i$. Let $P_i = \langle P_{i,1}, P_{i,2}, \ldots P_{i,k_i} \rangle$ be the vector whose elements are the random variables that represent the transition probabilities associated with state $i$. These random variables have an expectation of $p_{i,j}$, $0 \leq p_{i,j} \leq 1$, and the number of downstream components that component $i$ can transfer control to, in general, may be less than the total number of components in the application. When the draws from the Multinomial distribution are independent, the posterior and prior distribution for $P_i$ follows a Dirichlet distribution, given by:

$$
\text{Dir}(P_i | \Psi_i) = \frac{\Gamma(\psi_{i,1} + \psi_{i,2} + \ldots + \psi_{i,k_i})}{\Gamma(\psi_{i,1}) \Gamma(\psi_{i,2}) \ldots \Gamma(\psi_{i,k_i})} \prod_{j=1}^{k_i} p_{i,j}^{\psi_{i,j}-1}.
$$

Here, $\Psi_i = (\psi_{i,1}, \psi_{i,2}, \ldots, \psi_{i,k_i})$, $\psi_{i,j} > 0 \ \forall j$ is the set of parameters representing the number of times each transition was followed, $p_{i,j} \geq 0$, and $\sum_{j=1}^{k_i} p_{i,j} = 1$. Since the marginals of the $\text{Dir}(P_i | \Psi_i)$ are $\text{Beta}(\psi_{i,j}, \psi - \psi_{i,j})$ distributed, where $\psi = \sum_{j=1}^{k_i} \psi_{i,j}$, it follows that the prior and posterior of each $P_{i,j}$ are Beta distributed. Letting $\sum_{j=1}^{k_i} x_{i,j} = n_i$, if $g(P_{i,j}) \sim \text{Beta}(\alpha, \gamma)$, then its posterior follows a $\text{Beta}(\alpha + x_{i,j} + \gamma, n_i - x_{i,j})$ distribution [4].

### 2.2.2 Bayesian credible intervals

With the posterior distribution derived for each model parameter, a Bayesian credible interval can be established that provides a confidence level within which the true value of the parameter lies. For model parameter $\pi_i$ (either a component reliability or a transition probability) that has a posterior distribution $G(\pi_i | X)$, the bounds of the $(1 - \alpha)$% Bayesian credible interval is the value $y_i$ for which:

$$
\int_0^{y_i} G(\pi_i | X) d\pi_i = \epsilon
$$

where $\epsilon = \alpha/2$ defines the lower and $\epsilon = 1 - \alpha/2$ defines the upper bound of the interval. These bounds for all the parameters can be computed using the inverse CDF function of the Beta distribution because the posterior of all the model parameters follows this distribution. This inverse CDF is available in software packages such as MATLAB and Excel [11].

### 3 Illustrations

This section illustrates the Bayesian approach to incorporate parametric uncertainties using an application from the European Space Agency (ESA) to configure an array of antennas. The architecture of the ESA application, along with the true intercomponent transition probabilities, are shown in Figure 1. The application consists of four components: the Parser component, the Computational component, the Formatting component, and the End component, assigned as components 1, 2, 3, and 4, respectively. For the sake of illustration, we set the reliability of the Parser to 0.84, the Computational component to 0.83, and the Formatting component to 0.95, resulting in a true system reliability of 0.6756. Based on these true values, in this section, we first illustrate the impact of uncertain parameters on the system-level reliability results. Subsequently, we illustrate how the Bayesian approach can be used to systematically assess the impact of parametric uncertainties on system reliability and to provide guidance on reducing the uncertainty in system-level reliability.

### 3.1 Reliability estimation

To demonstrate how limited data leads to parametric uncertainties, we simulated the operation of the ESA application 50 times. During these 50 runs, we recorded the number of times control transfers among a pair of components, the number of times control transfers out of each component, and the number of failures of each component. Based on these observations, we estimate the component reliabilities and intercomponent transition probabilities. These estimates, along with their true values, are recorded in Table 1.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Estimate</th>
<th>True Value</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0.932</td>
<td>0.840</td>
<td>9.87%</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.800</td>
<td>0.830</td>
<td>3.75%</td>
</tr>
<tr>
<td>$R_3$</td>
<td>0.933</td>
<td>0.950</td>
<td>1.82%</td>
</tr>
<tr>
<td>$p_{1,2}$</td>
<td>0.818</td>
<td>0.800</td>
<td>2.20%</td>
</tr>
<tr>
<td>$p_{1,4}$</td>
<td>0.182</td>
<td>0.200</td>
<td>9.89%</td>
</tr>
<tr>
<td>$p_{2,1}$</td>
<td>0.250</td>
<td>0.200</td>
<td>25.00%</td>
</tr>
<tr>
<td>$p_{2,3}$</td>
<td>0.417</td>
<td>0.500</td>
<td>19.90%</td>
</tr>
<tr>
<td>$p_{2,4}$</td>
<td>0.333</td>
<td>0.300</td>
<td>10.0%</td>
</tr>
<tr>
<td>$p_{3,4}$</td>
<td>1.000</td>
<td>1.000</td>
<td>0.000%</td>
</tr>
<tr>
<td>App. Reliability</td>
<td>0.7200</td>
<td>0.6756</td>
<td>6.57%</td>
</tr>
</tbody>
</table>

Table 1. Parameter estimates based on limited data

---

Figure 1. Architecture of the ESA application
### 3.2 Component ranks

The architecture-based approach allows us to rank the application components according to their importance measures [3] or significance from the point of view of system reliability. In this section, we demonstrate how uncertainties in the parameter estimates can lead to incorrect ranks. For the sake of illustration, we rank each component $i$ based on its Improvement Potential (IP) measure [3], which is defined as the difference between the system reliability estimate when $R_i$ is 1 and the estimate when $R_i$ is assigned its true or estimated value. This expresses the maximum gain in system reliability that can be attained by devoting resources toward perfecting component $i$. Table 2 shows the IP of each component when using its true and estimated values. While the true IP ranking reveals the Parser as having the highest improvement potential, using estimated parameters causes the Computational component to be ranked higher than the Parser. Parametric uncertainties can thus result in a mis-allocation of resources towards prioritizing the Computational component, when in reality improvements to the Parser component will deliver the largest gain in application reliability.

In order to alleviate the impact of making such wrong decisions, it is necessary to perform a sensitivity analysis for each component across a range of parameter values, and use the insights gained from that analysis to evaluate the validity of the component ranks. The more sensitive the system-level reliability is to the reliability of component $i$, it is more likely that its estimated component rank is incorrect.

### 3.3 Sensitivity analysis

In order to explore the sensitivity of the reliability estimate to the individual model parameters, we present a study where we set a single model parameter to each bound of its 95% credible interval and then estimate the application reliability. The reliability value evaluated at each bound represents the 95% credible interval for system reliability with respect to the uncertainty in that single parameter. We define the reliability uncertainty (RU) metric as the effect of a parameter’s uncertainty on application reliability. This metric is given as the size of the credible interval of the application reliability, found by computing the system reliability at the two extreme values of the parameter’s credible interval. If the RU for a parameter is very small, we will have a high level of certainty in the reliability estimate, but as RU increases we can only be certain that the system reliability estimate is off by an increasingly higher percentage. The study makes a worse-case assessment by assuming no prior knowledge about any of the parameters, and hence, uses the uniform priors $[4] g(A_i) \sim \text{Beta}(1, 1)$ and $g(P_i) \sim \text{Dir}(1, 1, \ldots, 1)$ for all of the parameters.

Table 3 presents the credible interval for each parameter and its resulting RU. The table illustrates how uncertainties in the parameters reduce the confidence in the application reliability. For example, when parameter $p_{2,3}$ is off by approximately by 20%, there is a 95% chance that it causes an uncertainty of up to 24% in the application reliability. Similarly, uncertainty in the parameters $p_{2,4}$, $p_{2,3}$, and $R_2$ results in up to 25.57% uncertainty in the application reliability. Furthermore, $R_2$ has the highest RU value among all components, and corresponds to the component that was incorrectly ranked as having the highest IP. This illustrates how sensitivity analysis can be used to decide on the accuracy of the derived importance ranks of the components.

We also observe that the level of uncertainty in a parameter seems unrelated to the resulting degree of uncertainty in the application-level reliability. For example, parameter $p_{1,4}$ has the smallest non-zero credible interval among all the transition probabilities, but is ranked as having the 3rd most significant impact on the system reliability. This means that the level of uncertainty in a parameter is not the only factor that determines its impact on the level of uncertainty in the application reliability. Another factor may include the frequency with which a transition is taken or a component is executed during a typical run of the application. This frequency indicates the significance of a given transition or a component to the application reliability. Although these significant transitions and components will have smaller credible intervals (because these will be

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IP (Rank), Est.</th>
<th>IP (Rank), Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parser</strong></td>
<td>.0626 (2)</td>
<td>.1484 (1)</td>
</tr>
<tr>
<td><strong>Computational</strong></td>
<td>.1701 (1)</td>
<td>.1201 (2)</td>
</tr>
<tr>
<td><strong>Formatting</strong></td>
<td>.0200 (3)</td>
<td>.0157 (3)</td>
</tr>
</tbody>
</table>

Table 2. Component ranks with and without uncertainty

These estimates of the model parameters lead to a system reliability estimate of 0.7200, which is off by 6.17% from its true value. Comparing the reliability estimate obtained from limited data with its true value highlights how the uncertainties in the parameters can propagate to system reliability.
estimated using a larger number of observations), the uncertainties in them will still have a disproportionate influence on the uncertainty in application-level reliability.

3.4 Reducing parametric uncertainties

The previous sections highlighted the impact of parametric uncertainties on the system-level reliability results. The uncertainties in the parameters arise because of the limited data used in the estimation process. Thus, to reduce these uncertainties, it is necessary to either use a large amount of data or to incorporate prior knowledge while estimating the parameters. In the following illustrations, we show the impact of either approach on reducing the uncertainty.

3.4.1 Increasing data

Increasing the amount of data used in the estimation process can improve the estimates of the parameters. In the limit, however, for these parameters to approach their true values, an infinite amount of data is required. This is not feasible, and hence, a trade-off between the level of uncertainty that can be tolerated and the amount of data used in the estimation process must be reached.

In Figure 2, the level of uncertainty in the application reliability versus the number of simulation trials used to collect data for parameter estimation is plotted. The figure shows that the degree of uncertainty in system reliability decreases at an exponential rate as the number of simulation runs increases. In this illustration, all of the data used to estimate the parameters is collected from the simulation. In practice, however, this data may come from a variety of sources. Thus, the figure more generally illustrates that devoting a small cost towards improving our pre-existing knowledge can lead to a measurable increase in the accuracy of the system reliability estimate. Devoting too much cost towards gathering this knowledge, however, may be wasteful because the level of uncertainty in the system reliability will not appreciably decrease beyond a certain threshold.

3.4.2 Incorporating prior knowledge

An alternative way to reduce uncertainty is to incorporate prior knowledge in the parameter estimation process. We illustrate this by introducing a non-uniform prior for the reliability of the Parser component. This non-uniform prior may be derived based on: (i) how this component operated in a different system; (ii) data provided by the manufacturer; or (iii) our prior experience in its use. We say that the Parser component is being reused from a previous system, where it exhibited a reliability of 0.9 across 50 uses.

Figure 3 shows the shape of the resulting prior distribution, the posterior distribution derived with a uniform prior, and the posterior distribution that incorporates this non-uniform prior for the Parser component. Under a uniform prior, the posterior distribution has a wide body whose mean value is below its true reliability. The prior distribution, however, overstates the true reliability of the component and exhibits a similarly wide body as the posterior under the uniform prior.

In incorporating this prior knowledge, we get a new posterior distribution with a mean value of 0.9099. This mean is closer to the true component reliability of 0.84 when compared to the estimate found under a uniform prior (0.932). This new component reliability estimate results in a new system reliability estimate of 0.6998, which is inaccurate by only 3.52%, compared to 6.57% in the case of using a uniform prior for the Parser reliability. Furthermore, the sharper peak of this new posterior reduces the size of the 95% credible interval for the component from 0.1212 to 0.1051, resulting in a reduction in the impact of its uncertainty on the application reliability from 0.1846 to 0.0947.
4 Related research

In this section, we summarize and compare our work to related efforts. Goseva et al. [6] model component reliabilities and transitions with Binomial and Multinomial distributions respectively. However, they only estimate the model parameters based on the Beta and Dirichlet distributions. A more recent study [5] applies their Bayesian approach to an empirical case study of the GCC compiler. Uncertainty analysis based on perturbation theory has also been proposed in the context of architecture-based analysis [10, 7].

Unlike previous approaches, this research employs Bayesian techniques to compute credible intervals for all the model parameters and proposes an approach to quantify the impact of uncertainty in the parameters on the uncertainty in the system reliability. This approach thus provides a practical tool for test planners who must identify where to target limited resources to improve the confidence in the reliability of their software application.

5 Conclusions and future research

This paper introduced a Bayesian approach to incorporate parametric uncertainties in the assessment of software application reliability based on its architecture. We illustrated how the approach could be used to systematically assess the impact of uncertainties in the parameters on system-level reliability in a systematic, quantitative manner. The case study suggests that there exist additional factors besides uncertainty in the parameter itself that can affect its impact on system-level reliability. We also explored how the level of uncertainty in the application reliability reduces as a function of increasing data or prior knowledge used in the estimation process.

Our future research seeks to extend the uncertainty quantification procedures to importance assessment and optimization. In addition, understanding how uncertainty across multiple model parameters affects the uncertainty in the application reliability needs to be investigated.
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